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Abstract

The idea that we could build molecular communications systems can be advanced by investigating
how actual molecules from living organisms function. Information theory provides tools for such
an investigation. This review describes how we can compute the average information in the DNA
binding sites of any genetic control protein and how this canbe extended to analyze its individual
sites. A formula equivalent to Claude Shannon’s channel capacity can be applied to molecular
systems and used to compute the efficiency of protein binding. This efficiency is often 70% and a
brief explanation for that is given. The results imply that biological systems have evolved to func-
tion at channel capacity, which means that we should be able to build molecular communications
that are just as robust as our macroscopic ones.
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1. An approach to constructing molecular
communications

The fundamental step in communications,
including communications at the molecular
level, is the accurate reception of a signal. As
is well known in communications engineering
fields, the mathematical foundation for obtain-
ing good reception was developed by Claude
Shannon in 1948 and 1949 [1, 2, 3]. How
can we apply these ideas to the construction
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of molecular communications? One approach
is to first find out how biomolecules interact
with each other and how they set their states.
With some changes in perspective from con-
ventional biochemistry, the states and patterns
of molecules can be measured by using infor-
mation theory and the field of study can be
called molecular information theory [4, 5, 6].

So how can we apply Shannon’s theory to
molecules found in living organisms? A good
starting point is to study the interactions be-
tween DNA and proteins that control the ex-
pression of DNA. Controlling a gene requires
that the protein bind to specific points on the
nucleic acid to either prevent or activate ex-
pression. There are only four nucleotide bases
in DNA, named A, C, G and T, so the DNA
to which a protein binds can be represented by
the pattern of these letters. A protein is a fi-
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nite molecule, which means that it can contact
only a segment of a DNA at one time, typically
10 to 20 base pairs. The pattern that one pro-
tein searches for and subsequently binds is not
always the same string of the four bases; the
patterns vary. Some of this variation simply
doesn’t matter to the biological system, while
other variations can be used by the protein to
do different jobs.

2. Sequence logos show binding site infor-
mation

We can use information theory to measure
how much pattern is in a set of binding sites
[13]. As an example, consider the Fis protein.
In a starving bacterial cell there are below 100
molecules of Fis, but when the cell encounters
nutrients, the numbers increase to over 50,000
molecules [14] and the Fis molecules then con-
trol many genes in the cell [7]. Fig. 1 shows
several experimentally proven Fis sites from
the front of the Fis gene itself. When there is
not much Fis in the cell, the Fis gene is active,
making more Fis molecules. Eventually those
molecules occupy the sites at the Fis gene and
shut the synthesis of Fis down as a negative
feedback loop. How does Fis find these lo-
cations on the genome? From inspecting the
figure, it is clear that the sequences are quite
different, but the central region (around zero)
has many A and T bases, while position−7 is
almost always a G and+7 is almost always a
C. The logo shows that different parts of the
site are conserved by different amounts.

How can we characterize the sites precisely?
We know that before Fis has bound to the DNA
it can see all four possible bases at one posi-
tion. So, following Shannon, we can say that
the protein isuncertain as to what base it will
see and that uncertainty can be measured as
log24= 2 bits [15, 16].

In contrast, once the protein has bound to a
Fis site, the uncertainty of what it is touching
in different cases is lower. It is nearly just one
base in positions−7 and+7 and so there the
uncertainty is near log21 = 0 bits. However,
that is only an approximation since thereare
other bases at those positions. So the uncer-
tainty is not zero. Fortunately Shannon worked
out how to compute the uncertainty from the
frequency of symbols [1]:

H(l) = −
∑

b

fb,l log2 fb,l (bits per symbol)(1)

where fb,l are the frequencies of the bases
b ∈ {A,C,G,T } at a positionl in the sequence
alignment.

There are several caveats to note at this
point. First, since we don’t have infinite num-
bers of sequences, as Shannon’s theory would
require, we substituted the frequencies of bases
for the probabilities. This requires making a
correction for small sample size [13]. An-
other point is that the uncertainty is sometimes
called the ‘Shannon entropy’, but if we say that
then there can be confusion later when we have
to discuss the actual entropy changes in the
molecular binding process. Finally, it is im-
portant to be clear that the uncertainty given
by equation (1) isnot the information, as we
discuss below.

Before binding to a site, the Fis molecule
is somewhere on the DNA and sees 2 bits of
uncertainty. After binding, it has lower un-
certainty,H(l). Shannon realized that the re-
ceiver of a message will get less information
because of noise in the signal, and he showed
that the informationR received is reduced from
the transmitted uncertaintyH(x):

R = H(x)−Hy(x) (bits per symbol) (2)
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     -                   +
     1--------- +++++++++1
     098765432101234567890
     ..................... bits
   1 tttgccgattatttacgcaaa 12.2
   2 tttgcgtaaataatcggcaaa 12.2
   3 tgagtgtaaattttagtcact 11.8
   4 agtgactaaaatttacactca 11.8
   5 tatgagtaattatcgcaccac  9.0
   6 gtggtgcgataattactcata  9.0
   7 cacgctcattttaaatgcaat  6.5
   8 attgcatttaaaatgagcgtg  6.5
   9 attggtcaaagtttggccttt 12.2
  10 aaaggccaaactttgaccaat 12.2
  11 tatggtcatttcttaactcat  8.5
  12 atgagttaagaaatgaccata  8.5
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Figure 1: Aligned listing (top) and sequence logo (bottom) for DNA binding sites of the Fis protein from the bacterium
Escherichia coli. The bar of numbers (‘numbar’) on the top is to be read vertically and it shows the range from−10 to
+10 for positions across the site. Below the numbar are 6 Fis sites and their complementary sequences. Both are given
since Fis binds as a dimer. On the right is the individual information for each sequence. The sequence logo on the
bottom shows the sequence conservation in the complete dataset which consists of 60 Fis sites and their complements
[7]. The height of each letter is proportional to the frequency of that base at that position and the letters are sorted.
The height of the entire stack of letters is the information,measured in bits. The possible variation of the height from
small sample effects is shown by error bars. The peak of the sine wave shows where the major groove of DNA faces
the protein [8, 9, 10, 11]. It can be used to infer some aspectsof how the protein contacts the DNA [12].
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He said “The conditional entropyHy(x) will,
for convenience, be called the equivocation.
It measures the average ambiguity of the re-
ceived signal.” [1].

Likewise, H(l) is the ambiguity ‘observed’
by the DNA binding protein once it has bound
to a site, so the information in the binding site
is the uncertainty before binding less that after
binding:

Rsequence(l) = 2−H(l) (bits per base) (3)

To show this graphically, we can create a se-
quence logo [17], as shown on the bottom of
Fig. 1. We plotRsequence(l) across the binding
site and use that to vary the heights of stacks of
letters representing the relative abundances of
bases at each position. Sequence logos are now
widely used in molecular biology to present
patterns in DNA, RNA or protein.

Variation of one part of a binding site is gen-
erally independent of other parts [18], so the
information values at all of the positions in a
binding site can be added together to find the
total information in a binding site,

Rsequence =
∑

l

Rsequence(l) (bits per site). (4)

This is the ’area’ under the logo, found by
adding the heights of the letter stacks together.

3. Evolution of information

The significance ofRsequence was found by
comparing it to another measure of informa-
tion. In many cases (but not Fis) the number
of binding sites on the genome is known. So
the problem facing the DNA binding protein is
to locate a number of sites,γ, from the entire

genome of sizeG. In information theory terms,
the uncertainty before being bound to one of
the sites is log2G, while after being bound it
reduces to log2γ. So, as with the computation
of the information in the binding sites, the in-
formation required to find the binding sites is

R f requency = log2G− log2γ

= − log2γ/G (bits per site). (5)

Natural binding sites haveRsequence close to
R f requency [13]. In other words, the informa-
tion found in binding sites is just sufficient
to locate the binding sites on the genome.
Since the genome size and number of sites
are more or less fixed by the environment, the
information at the binding sites,Rsequence, has
to evolve towards that required,R f requency, and
a computer model called Ev has verified this
prediction [19]. A Java version that you can
run on your own computer is now available
at http://alum.mit.edu/www/toms/papers/ev/.
Using this Evj, which was written by Paul C.
Anagnostopoulos, one can watch the sequence
logo evolve from scratch.

4. Sequence walkers show individual infor-
mation of binding sites

The significance ofRsequence is that it re-
flects how the genetic control system evolves
to meet the demands of the environment as
represented byR f requency. If we inspect
how Rsequence is computed from equations (1),
(3) and (4), we can see that it relies on
the probability-weighted sum in equation (1).
That is, Rsequence is an average of the func-
tion− log2 fb,l. But what does this average rep-
resent? It turns out that it can be expressed
as an average of the information of individ-
ual sequences by adding together weights of
the formRi(b, l) = 2+ log2 fb,l for a sequence
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[20, 21, 22]. The computed values for each
binding site sequence in Fig. 1 are on the right
side of the figure.

Like a sequence logo, the information of a
single binding site can be presented graphi-
cally [25]. For example, Fig. 2 shows a por-
tion of the Fis promoter region using sequence
walkers. The figure reveals the marvelous but
previously unsuspected complexity of the ge-
netic control system.

As with Fis in Fig. 2, by using sequence
walkers we find a similar complexity of po-
tential promoters and ribosome binding sites
between known genes [26]. The method pro-
duces a wealth of experimental predictions and
can also be used to understand human diseases.
Many genetic changes alter a single base at a
time (single nucleotide polymorphism, SNP)
and about 15% of those that cause genetic dis-
ease affect RNA splicing. The SNP changes
can be analyzed using individual information
and sequence walkers to predict whether the
change is likely to be the cause of a disease
[27]. Likewise, more than 50% of tumors in
some types of cancer have mutations in the
DNA binding p53 protein, so it is important
for understanding cancer biology. We built an
information theory model of how p53 binds to
DNA, predicted that 16 genes should be under
p53 control and then demonstrated experimen-
tally that 15 of the 16 are indeed under p53
control [28]. Since 11 of the 16 sites had not
been identified by other methods, information
theory provides another tool for understanding
the genetics of diseases.

5. Information and energy

Having determined practical measures of
information in biological systems, the ques-
tion arises, how is this information related to
the binding energy? Surprisingly, the answer

comes from two apparently different directions
[29].

The first approach is from the Second Law
of Thermodynamics expressed as the Clausius
inequality [30, 31, 32]:

dS ≥
dQ
T
. (6)

Here S is the total entropy of a system and
it has units of joules per kelvin sinceQ is
heat andT is the absolute temperature. The
Boltzmann-Gibbs entropy of a physical system
is

S ≡ −kB

Ω
∑

i=1

pi ln pi

(

joules
K ·microstate

)

(7)

in which kB is Boltzmann’s constant,pi is the
probability of a microstate andΩ is the num-
ber of microstates. Within binding sites for
a protein there are only four possible states,
represented by the individual bases, and these
therefore correspond to the ‘microstates’ of the
system. So we can equate the estimated prob-
abilities of equation (1) with the probabilities
of equation (7). This allows us to find the re-
lationship between the uncertainty and the en-
tropy:

S = kB ln(2)H (8)

Applying this to the Second Law, one can show
that when the temperature is constant (as it is
before and after a molecule functions since it
equilibrates with the surroundings in a few pi-
coseconds)

Emin = kBT ln(2) (joules per bit) (9)

whereEmin is the minimum energy that must
be dissipated out of a system for that system
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Figure 2: Sequence walkers show a map of DNA binding sites of the Fis protein on part of the Fis promoter on the
genome of the bacteriumEscherichia coli [7]. The DNA sequence from GenBank entry Accession NC_000913.2 is
given on the top with every 5th and 10th base marked with an asterisk (*) and every 10th base numbered. A sequence
walker, much like a sequence logo, is a set of adjacent letters with varying heights, but there is only one letter per
position. A walker represents the location of where a protein binds. As in Fig. 1, sine waves show how the protein
is oriented on the DNA. For example, directly below the DNA sequence are red and pink rectangles (called ‘petals’)
each with a green bar in the center that marks the location of the binding site (zero coordinate of the logo in Fig. 1).
Sequence walkers for Fis sites are shown superimposed on these red rectangles. The letters of each walker correspond
to the DNA sequence directly above. The height of a letter is how well that base is conserved in the original data set
of binding sites, measured in bits. The scale runs from 2 bitsat the top of each rectangle to−3 bits at the bottom.
Preferred bases go upwards while bases that are bad for binding go downwards. The total information for each site
is shown by the saturation of the color so a red rectangle means that the site has more information than a pink or
white one. A total of six Fis sites (two red, three pink and onewhite) are predicted to be in this piece of DNA. The
two red sites are numbers 3 and 5 of Fig. 1. The bottom of this map also shows a set of promoters for making RNA
from this region. Theσ70 promoters shown have two parts, a ‘−35’, shown in blue rectangles on the left and a ‘−10’
region, shown by green rectangles on the right [23]. These parts are connected together by a variable-length horizontal
bar below the rectangles [24]. The color of the connecting bar shades from one side to the other to help identify the
corresponding sequence walkers at their zero coordinates,indicated by the green bars. Because Fis binds as a dimer,
the binding sites are symmetrical and the sequence walker letters are vertical. Since promoters are asymmetrical,
the letters in these sequence walkers are turned sideways sothat reading ‘down’ the sequence of letters indicates the
direction that transcription will take place. The map showsthat since the gene for Fis is ‘downstream’ (to the right) of
this region, Fis protein binds to its own promoter to controlits own synthesis in a negative feedback loop.
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to gain one bit of information [29]. This is an-
other form of the Second Law of Thermody-
namics [33], and so it provides a hard bound
on what a system can do.

The other approach comes from Shannon’s
channel capacity equation. Shannon’s equa-
tion describes the maximum bits that can be
sent through a communications channel given
the bandwidth, the power dissipated at the re-
ceiver and the thermal noise at the receiver.
An equivalent equation was developed for
molecules [34], in which the ‘machine capac-
ity’ is the maximum bits that a molecular ma-
chine can select amongst given that it has a
number of independently acting partsdspace

(equivalent to bandwidth) and that it dissipates
energy Py (equivalent to power for a single
molecular binding or selection event) in the
presence of thermal noiseNy:

Cy = dspace log2

(

Py

Ny
+1

)

(10)

(bits per selection)

This equation relates bits to energy so one can
define the actual joules used (i.e. dissipated)
per bit gained as:

E ≡
Py

Cy
(joules per bit). (11)

Taking the limit ofE asPy goes to zero gives
equation (9) again [29].

Emin is not only a version of the Second Law
of Thermodynamics (at constant temperature)
but can also be used as an ideal conversion fac-
tor between energy and information. So we are
now in a position to compare the energy dis-
sipated when a DNA binding protein binds to
DNA to the information it gains in doing so.
The best example to use for this is the protein
EcoRI.

Found in strains of the bacteriumEs-
cherichia coli, EcoRI acts as a molecular de-
fense system. When a virus attacks a bac-
terium, the virus injects its DNA into the bac-
terial cell and the DNA contains signals that
cause it to take over the cell metabolism to
generate new virus particles. However, if the
cell has EcoRI, the EcoRI scans along the vi-
ral DNA until it finds the sequence GAATTC,
which it then cuts between the G and first A.
This happens on both strands of the DNA since
GAATTC on one side of the DNA reads the
same in the opposite direction on the comple-
mentary strand. With both strands cut, the vi-
ral DNA falls apart and the virus is stopped.
But why don’t the bacteria destroy their own
DNA? Because they have another enzyme that
protects the GAATTC sequences by putting a
methyl group on the second A [35]. Since the
virus doesn’t have that protection, they are at-
tacked.

A sequence logo for EcoRI looks just like
GAATTC since there is essentially no variation
to the pattern that EcoRI binds. So to define
the first position, the G, requires a choice of 1
in 4 or 2 bits. There are 6 positions so the total
information to define GAATTC is 6× 2 = 12
bits.

How much energy is dissipated when EcoRI
binds? This has been carefully measured [36]
and usingEmin we find that it is equivalent
to 17.3 bits. That is, for the energy dissipa-
tion that occurs during binding, EcoRI could
makeRenergy = 17.3 bits of choices but from
the DNA sequence we see that it only does
Rsequence = 12 bits. It is inefficient, and we can
measure its efficiency compared to the ideal as
Rsequence/Renergy = 12/17.3= 69% [37]. Many
other genetic systems are around 70% efficient
(in preparation). What causes this effect?

An answer to why DNA binding proteins are
70% efficient comes from the machine capac-
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ity equation. A sketch of the result is given
here and details can be found in the original
paper [37].Emin from equation (9) is the best
a molecule can do to make decisions by using
energy since it gives the minimum joules dissi-
pated to get one bit. In contrast,E from equa-
tion (11) is what a molecule actually does. So
we can define a theoretical efficiency as

ǫt ≡
Emin

E
(12)

Substituting into equation (12) equations (9),
(11) and (10), and then usingNy = dspacekBT
[29] we find the elegant form

ǫt =

ln
(

Py

Ny
+1

)

Py

Ny

. (13)

It can be shown that this is an upper bound on
the molecular efficiency since it comes from
the channel capacity, which is an upper bound.
The efficiency is unitless and has the range
from 0 to 1. Intriguingly, if Py = Ny, then
ǫt = ln2= 0.69. So we can understand the oc-
currence of 70% efficiencies if we understand
why Py would equalNy.

What would make the energy dissipated
from a molecule (Py) exactly equal the thermal
noise flowing through the molecule at the same
time (Ny)? This is almost a koan in its sim-
plicity, but a distinct answer can be found by
looking at the origins of the machine/channel
capacity. (Readers who wish a challenge may
stop at this point, read references [34] and [29]
but not [37] and see if they can find a solution.
It took the author 6 years.)

6. Coding theory explains molecular effi-
ciency

In Shannon’s model of communications, a
series ofD independent voltage pulses sent
over a wire is represented by a point in aD
dimensional space [2]. Although the pulses
are initially distinct values, thermal noise dis-
torts them by the time they reach the receiver.
Essentially each pulse undergoes a drunkard’s
walk, which means there will be a Gaussian
variation around each signal pulse. The noise
on the pulses is also independent and a com-
bination of independent Gaussian distributions
forms a sphere in the high dimensional space
[2, 34, 38],

Starting from the center of a sphere in high
dimensional space (the initial pure message)
and moving away from that point because of
thermal noise, there are so many ways to go
that most of the received points will be on the
surface of the sphere [39, 40, 34]. One may
think of the sphere as similar to a well-defined
ping-pong ball—the continuous thermal noise
is almost certain to put the received point on
the surface. So for a transmitted point (the
sphere center) the received point will almost
certainly be somewhere on the surface of a
sphere whose radius is determined by the ther-
mal noise.

Each message is a point but what is re-
ceived is a point on a sphere around the mes-
sage point. The receiver’s job is to determine
the original message from the received point,
which means to find the nearest possible trans-
mitted message point. This is possible as long
as the spheres do not intersect. An arrange-
ment of message points that avoids sphere in-
tersections is called a coding, and finding the
nearest sphere center is called ‘decoding’. The
total space in which spheres can reside is deter-
mined by the power and it is also spherical but
larger than the thermal noise spheres. Shan-
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non noted that the maximum possible number
of distinct messagesM can be determined by
dividing the volume of the large sphere by the
volume of a smaller sphere. Then log2 M in
time t is the number of bits per second, the
channel capacity.

Shannon proved an important theorem about
the capacity. First, one cannot transmit data at
a rate greater than the channel capacityC; at
mostC bits per seconds will get through. Con-
versely, so long as one transmits at a rateR
less than orequal to the channel capacity, one
may have as few errors as desired. This result
is possible by appropriate coding. After more
than 60 years to develop codes near Shan-
non’s limit and the creation of computer chips
to compute the algorithms for those codes we
now have mobile cell phones that take advan-
tage of this theorem. The result explains why
our communications are so good.

An equivalent model can be built for
molecules [34]. In this model the individual
pulses are replaced by independently moving
parts of the molecule. These parts are called
‘pins’ because they are analogous to the in-
dependently moving pins in a lock. Thermal
noise impacts on the pins from all directions
causing them to gain and lose energy either
as potential energy or as a transient velocity.
The series of random impacts means that the
distribution of velocities for each pin is Gaus-
sian. As with the communications model, the
set of independent Gaussian distributions are
represented by a sphere in a high dimensional
space. A theorem equivalent to the channel ca-
pacity theorem says that so long as they do not
exceed the machine capacity, living molecular
machines may make as few errors as necessary
for survival.

With several more concepts we can deter-
mine (if not fully understand) why molecu-
lar efficiencies are near 70%. The model for

molecular machines is of spheres in a high di-
mensional space. A sphere represents the pos-
sible thermal vibrations of a molecule resid-
ing in one state. For example, the EcoRI pro-
tein bound to GAATTC would be a state. An-
other state would be EcoRI bound incorrectly
to a similar sequence, say TAATTC. If these
two states were not distinct for EcoRI, then
EcoRI would be able to bind to TAATTC and
cut there. This would be a disaster for the bac-
terium because the TAATTC sequences are not
protected by methyl groups, the genome would
be chopped up, and the cell would die. Ob-
viously binding to GAATTC and to TAATTC
should be different physically so to go from
one to the other requires changes in the posi-
tions of atoms. In the high dimensional coding
space, this is a vector between two spheres.

When EcoRI has a lot of energy it slides
along the DNA. At every position it can move
closer to the DNA [41] and if it is at a
GAATTC sequence, the molecular surfaces
will match and EcoRI will bind, dissipating en-
ergy to stick there [42, 43]. So before bind-
ing, the state of EcoRI is in a large ‘before’
sphere and after binding it is in a smaller ‘af-
ter’ sphere. If EcoRI were not to discriminate
between sequences, it would end up in a sphere
at the center of the large sphere. This sphere,
called the ‘degenerate sphere’ represents bind-
ing to any sequence without discrimination.
That would be fatal. So EcoRI must bind to a
sphere representing GAATTC that is some dis-
tance away from the central degenerate sphere,
the ‘forward’ sphere.

To get away from the central degenerate
sphere to the forward GAATTC sphere re-
quires dissipating energy. EcoRI must move
outward by at least the radius of the degenerate
sphere. As soon as the molecule has gone that
far, it can decode into the GAATTC sphere.
That is, the center of motion of the molecule
can switch from one to the other state by a

9



rearrangement of the atoms. Once the rear-
rangement has occurred, the molecule will ‘or-
bit’ around the new state. This continuous mo-
tion around a central state is the equivalent of
‘decoding’ in a communications system. (See
the appendix of [37] for more details of this
model.)

Getting from the degenerate sphere center to
the radius requires expending energyPy that is
at least equal toNy (which determines the ther-
mal noise radius) and soPy > Ny. Plugging
this into equation (13) gives an efficiency of no
more than 69%, as we observe. While this re-
sult makes mathematical sense, unfortunately
it is not intuitive.

In any case, we can draw several impor-
tant lessons from it. First, the result im-
plies that the molecule EcoRI is functioning
at machine/channel capacity because to get
this result it must be operating on the effi-
ciency curve. To some people this is a sur-
prising result—how could a tiny molecule ap-
proach this ultimate limit?—but to a biologist
it should not be surprising. If there is an opti-
mal solution, so long as there are no barriers in
the way, we expect an evolutionary process to
find the solution.

All the codes people have devised for com-
munications systems potentially have applica-
tions in biology—we ‘just’ have to look at the
biological data to see where they might apply.
The efficiency result is telling us the reverse
too. All the sophisticated mechanisms of biol-
ogy must be based on codes—we ‘just’ have to
learn what those codes are so that we can ap-
ply them to our own technologies. This result
is highly encouraging since it means that we
too could build molecules that have error rates
as low as we may desire.

Communications at the molecular level will
be limited by the machine/channel capacity.

One can build a hybrid model for molecular
machines that receive parallel signals and de-
code them both in space and in time as de-
scribed in the appendix of [34]. Likewise, we
can envision building single molecules that use
coding systems to reliably transmit molecular
states to the outside world. An example of such
a device is the patent pending MedusaTM se-
quencer [44]. This molecule consists of a DNA
or RNA polymerase that reads along a DNA
or RNA and produces a series of light pulses
that represent the DNA sequence. It is possible
to code the output spectrum with a Hamming-
like code so that damage to the MedusaTM se-
quencer will be reported, in which case its sig-
nals can be ignored.

7. Information theory in biology

We have used molecular information theory
to investigate many biological systems across
the ‘central dogma’ and beyond:

• DNA replication initiation by bacterio-
phage P1 RepA and other proteins [8, 9,
10, 11]

• transcription factors [13, 45, 7, 46, 47, 48,
28]

• RNA polymerases including those in T7
and related phages [13, 49, 50, 51, 24]

• splice junctions [52] and mutations in
splice junctions causing human disease
[53, 27, 54, 55], including the cancer-
causing xeroderma pigmentosum [56, 57,
58, 59, 60]

• RNA folding [61]
• ribosome binding sites [13, 62, 63, 64, 65,

23]
• protein structure [66]
• evolution and phylogeny [67, 68, 19, 50,

51]
• vision and muscle [34, 29, 4, 37]
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These papers only represent ones from my
lab; hundreds of others have been published by
many other groups, but a fair review of them
would be far beyond the scope of this paper.
Why is information theory so applicable to bi-
ology? Shannon embedded into his mathemat-
ics a single idea that does not appear in physics
or thermodynamics: that states must not inter-
sect. As discussed above, in communications
we demand that messages not be confused, so
the spheres in high dimensional space must not
touch. Because it is a high dimensional space,
this is possible, and Shannon took advantage of
it to create the channel capacity formula. There
is nothing in physics or thermodynamics that
demands this separation. Likewise, molecu-
lar states in biological systems must also be
distinct—for survival, and Shannon’s theorem
and Darwinian evolution guarantee that a so-
lution can be found. This inevitably leads bio-
logical systems that make choices between two
or more states to have 70% efficiency. Claude
Shannon probably never realized that his work
on the mathematics of communications was
about biology [38].
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