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Single molecules perform a variety of tasks in cells, from replicating, con-
trolling and translating the genetic material to sensing the outside environ-
ment. These operations all require that specific actions take place. In a sense,
each molecule must make tiny decisions. To make a decision, each “molecular
machine” must dissipate an energy Py in the presense of thermal noise Ny. The
number of binary decisions that can be made by a machine which has dspace

independently moving parts is the “machine capacity” Cy
� dspace log2

� Py � Ny
Ny � .

This formula is closely related to Shannon’s channel capacity for communi-
cations systems, C � W log2

� P � N
N � .

This paper shows that the minimum amount of energy that a molecu-
lar machine must dissipate in order to gain one bit of information is Emin
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kBT ln � 2 � joules per bit. This equation is derived in two distinct ways. The
first derivation begins with the Second Law of Thermodynamics, which shows
that the statement that there is a minimum energy dissipation is a restatement
of the Second Law of Thermodynamics. The second derivation begins with
the machine capacity formula, which shows that the machine capacity is also
related to the Second Law of Thermodynamics.

One of Shannon’s theorems for communications channels is that as long
as the channel capacity is not exceeded, the error rate may be made as small
as desired by a sufficiently involved coding. This result also applies to the dis-
sipation formula for molecular machines. So there is a precise upper bound
on the number of choices a molecular machine can make for a given amount
of energy loss. This result will be important for the design and construction
of molecular computers.

Introduction The relationship between entropy and living things has been

widely discussed since the last century. In 1871, Maxwell unnerved thermody-
namicists by suggesting a way that a living being could break the Second Law of
Thermodynamics1,2,3. One of the many implications of the Second Law4 is that
when a quantity of gas is separated into two compartments, both initially at the
same pressure and temperature, it is not possible to raise the temperature in one
of the compartments and lower the other without performing work. Maxwell pro-
posed that a tiny intelligent being could open and close a hole between two such
compartments to allow only fast molecules from the first compartment to pass
into the second compartment and slow molecules to move in the other direction.
The first compartment would become cool while the other compartment would
become hot. Assuming that this demon does not need to do any work to open and
close the hole, one could use the heat difference to run an engine. This perpetual
motion machine would violate the Second Law of Thermodynamics.

The problem of Maxwell’s demon was partially resolved by Szilard in 1929
5,6,7 and more completely by Brillouin in 19518,9. They recognized that the de-
mon would have to obtain one bit of information about the approaching mole-
cules. To distinguish the molecules from the background of thermal radiation, the
demon could use a flashlight. Brillouin showed that more energy would be lost
by operating the flashlight than could be gained by the demon’s tricks. Thus the
information that the demon gains must be paid for by a loss of some energy, and
the Second Law is not broken.

Brillouin and Szilard’s arguments are not convincing because the problem has
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been posed for an imaginary beast. It is not obvious, for example, that controlled
opening and closing of a door can be done without energy dissipation. The dif-
ficulty of guaranteeing that a photon from the flashlight reaches the eye of the
demon and the problem of what happens to the photon’s energy in the eye of the
demon have also been ignored. To bring this problem into the concrete world of
molecular biology10, we can focus on the mechanisms of molecules that can be
investigated in the laboratory. The question of what Maxwell’s demon can do be-
comes a question of how rhodopsin in the eye and actomyosin in muscle operate.
Indeed, it becomes the question of how all molecular machines operate.

Molecular Machines A molecular machine is a single macromolecule

or macromolecular complex that performs a specific function for a living system
11. For example, single stranded DNA can hybridize to form duplex DNA 12. This
operation is defined by two limiting states, before the operation when the strands
are separated, and after the operation when complementary strands are paired.
Consider the First Law of Thermodynamics for this operation:

∆U � q 	 w (1)

where ∆U is the change in internal energy, q is the heat flowing into the machine
and w is the work done by the machine on the surroundings. (The defined direc-
tions of q and w reflect their original use to describe the input of heat and extrac-
tion of work from steam engines.) Since the DNA molecule does not do work on
an external object when it hybridizes, w � 0. The internal energy of the machine
decreases, ∆U 
 0, so heat is dissipated into the surroundings, q 
 0. How can we
characterize the action that the machine has taken if it does not do external work?
Although the operation can be characterized by the energy dissipated, the impor-
tant biological aspect of the operation is the number of choices that the machine
makes. Thus, to form each base pair of DNA, only 4 out of 16 possibilities are
acceptable. This 1 in 4 choice represents log2 4 � 2 bits of information “gained”
by the machine. Other examples and a detailed definition of molecular machines
and their operations are given in11.

Overview of the Derivations In this paper I derive a formula that

relates energy to information in the context of molecular machines. Before the
formula can be derived, it is necessary to define information and to distinguish
this definition from others that appear in the literature.
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The formula for information shows that bits on the microscopic level are con-
ceptually the same as bits on the macroscopic level. The formula allows us to
determine the quantitative relationship between information and entropy, a topic
which has led to much confusion in the literature.

The minimum energy that must be dissipated in order to gain one bit of in-
formation, Emin � kBT ln � 2 
 joules per bit, is first derived from the Second Law
of Thermodynamics. The derivation is straight forward, given the definition of
information, but to my knowledge it does not appear in the literature.

The same formula for Emin is then derived from the machine capacity formula,
equation (17).

I then show that molecular machines perform precise logical operations. This
implies that computers made from single molecules are possible. Such computers
should be able to approach the ideal minimum energy dissipation.

Uncertainty, Entropy, and Information Suppose that a

molecular machine has Ω possible microstates, each with a particular probabil-
ity Pi:

Ω

∑
i � 1

Pi � 1 and Pi � 0 � (2)

The set of all possible microstates forms a sphere in a high dimensional space 11,
and Ω is proportional to the volume of the sphere13. Each “microstate” represents
a particular machine configuration. We may write the uncertainty of the machine’s
microstates using Shannon’s formula14,15,16,17:

H � � Ω

∑
i � 1

Pi log2 Pi (bits per microstate) � (3)

Likewise, the Boltzmann-Gibbs entropy of a physical system, such as a molecular
machine, is

S � � kB

Ω

∑
i � 1

Pi lnPi

�
joules

K � microstate � (4)

where kB is Boltzmann’s constant � 1 � 38 � 10 � 23 joules / K)18,19. Since log2 � x 
 �
ln � x 
�� ln � 2 
 ,

S � kB ln � 2 
 ��� Ω

∑
i � 1

Pi log2 Pi � � (5)
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Substituting equation (3) into (5) gives

S � kB ln � 2 � H  (6)

The only difference between uncertainty and entropy for the microstates of a
macromolecule is in the units of measure, bits versus joules per K respectively
20,21,3.

The entropy of a molecular machine may decrease at the expense of a larger
increase of entropy in the surroundings. For a decrease in the entropy during a
machine operation:

∆S � Sa f ter ! Sbe f ore " joules
K # operation $ (7)

there is a corresponding decrease in the uncertainty of the machine:

∆H � Ha f ter ! Hbe f ore (bits per operation)  (8)

Using (6) we find:
∆S � kB ln � 2 � ∆H  (9)

When the uncertainty of a machine decreases during an operation, it gains some
information R14,9,22,3 defined by:

R % ! ∆H (bits per operation)  (10)

This is the information discussed in11 and measured in23. It is important to notice
that Ha f ter is not always zero. For example, a DNA sequence recognizer may ac-
cept a purine at some position in a binding site, in which case Ha f ter is 1 bit. Thus
we cannot equate information gained (R) with the uncertainty before an operation
takes place (Hbe f ore) nor with the uncertainty remaining after an operation has
been completed (Ha f ter). Use of definition (10) avoids a good deal of confusion
found in the literature24,25,26,27,28.

In particular, the largest possible value of R is obtained when Ha f ter is as small
as possible (perhaps close to zero) and Hbe f ore is maximized. The latter occurs
only when the symbols are equally likely, in which case equation (3) collapses
to Hequal � log2 Ω. In the same way, if there are My symbols, the information
required to chose one of them is log2 My. This form was used by Shannon29 and
in the previous paper of this series to determine the capacity formulas.

Substituting (10) into (9) gives:

∆S � ! kB ln � 2 � R  (11)
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This equation gives a direct, quantitative relationship between the decrease in en-
tropy of a molecular machine and the information that it gains during an operation
3. We must carefully note that ∆S in (11) refers only to that part of the total en-
tropy change that accounts for the selection of states made by the machine during
an operation. Since R is positive for an operation, this ∆S is always negative. For
the operation to proceed, the total entropy of the universe must increase or remain
the same:

∆Suniverse & ∆S ' ∆Ssurround ( 0 ) (12)

For example, the equality holds when a solution of EcoRI and DNA is at equilib-
rium in the absence of Mg *+* to prevent cutting. Priming and machine operations
occur, but the entropy of the universe does not increase. In other words, the en-
tropy of the local surroundings must increase in compensation for a molecular
machine’s entropy decrease during an operation, ∆Ssurround ( , ∆S.

Other Definitions of Information Do Not Apply to Molec-
ular Machines The formulation for R accounts for a single molecular

machine either gaining or losing information as it cycles through its operations 11.
A similar formula, I & ∑Ω

i - 1 Pi . a f terlog2 / Pi . a f ter 0 Pi . be f ore 1 30,31 gives the maximum
information an observer could gain by observing a system. I is always zero or
positive30. If we were to start a molecular machine in some state A, and we later
observe it in another state B (Pi . A 2& Pi . B, for some i) then IAB 3 0. If the machine
returns to A, then IBA 3 0, so IAB ' IBA 3 0, meaning that the observer learned
the details of how the machine performed this cycle. But the machine itself is in
the same state as it began, so it cannot have gained any information, just as a
computer memory does not gain any information if we fill it with data and then
remove the data again. Thus only a path independent function of state, such as R,
is appropriate to use for the information a single molecular machine gains during
its operation. External observers and the measurements they may make are not
relevant to the problem.

How Uncertainty Decreases Define Information By us-

ing a decrease in uncertainty to define information (equation (10)), we also avoid
dealing with absolute quantities. Information is gained when a machine changes
from an indeterminate state to a more determined state11. There are a large num-
ber of microstates in both the before and after states, but since we are only con-
cerned with changes of state, the large numbers are removed from consideration
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when the subtraction is made. Although this might appear to be a difference be-
tween large numbers, it is not: it is the logarithm of the ratio of large numbers
(the sphere volumes in11), which can be quite small. Because of this we can even
legitimately speak about single bits for changes in a macroscopic object without
knowing the detailed state of its molecules. Consider a coin flipping in the air.
The entropy of this system is enormous, on the order of Hbe f ore 4 1023 bits in a
3 gram copper penny at 300K using equation (6) and data from 19. If all states
were equally likely, Pi 4 1

Ω , and equation (3) would reduce to Hequal 4 log2 Ω.
Since Hequal 5 Hbe f ore

14,15, Ω 5 21023
states. Yet, after the coin has settled on

one side, the uncertainty is only one bit lower because there are half as many mi-
crostates: if Hbe f ore 4 log2 6 1Ω 7 and Ha f ter 4 log2 6 Ω 8 2 7 then R 4 Hbe f ore 9 Ha f ter4 log2 6 1Ω 8 6 Ω 8 2 7�7 4 1 bit.

This assumes, of course, that either result of the coin flip is useful for some
function. A coin-flip operation by a molecular machine can be useful if either re-
sult helps the survival of the organism that makes the machine. A striking molec-
ular example is the mechanism used by the immune system, where the random
joining of gene segments helps to insure the creation of a wide variety of antibod-
ies10.

However, random choices are not repeatable, so they are not useful to most
molecular machines. If a coin flip mechanism were to be used, Hbe f ore 4 log2 6 2Ω 7
but in the ensemble of all possible after states, Ha f ter also equals log2 6 2Ω 7 , so
R 4 0. No information could be gained in the long run. For example, if the
restriction enzyme EcoRI did not reliably and repeatably recognize one pattern,
GAATTC, the bacterium might die by the destruction of its own genetic material
32. Likewise, if a DNA polymerase did not reliably insert adenosine opposite ev-
ery thymidine, many mutations would occur. It is not “simply a matter of putting
in the right one” (as we often have a tendency to think); biological systems evolve
to avoid mistakes. Macroscopic communications devices must also select one par-
ticular state from several possible states. For example, a teletype selects only one
character from many incorrect ones because, at any given moment, there is only
one correct character to be printed. All others are errors. In both human and bio-
logical machines, there is a bias toward one particular state which is preferentially
chosen from several possible states.

Even a very energetic penny can gain only one bit of information when it
settles down. The following shows that there is a minimum amount of energy that
a coin has to give up to specify heads or tails.
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Derivation of Emin from the Second Law of Thermo-
dynamics Instead of a coin, the thermodynamic system we will consider

is a single molecular machine. The Second Law of Thermodynamics must apply
here, if it is to apply at all33. Therefore we may write the Clausius inequality
34,19,35:

dS : dq
T ; (13)

That is, in a small volume that exactly encloses the molecular machine, if a small
amount of heat energy dq enters the volume, then the entropy of the molecular
machine must increase (dS) by at least dq

T , where T is the absolute temperature in
K.

Molecular machines operate at one temperature11, so T is a constant and we
may integrate (13) to obtain:

∆S : q
T

(14)

where q is the total heat entering the volume. By substituting (11) into (14) and
rearranging, we obtain a relationship between the information R and the heat q:

kBT ln < 2 =?> @ q
R

(joules per bit) ; (15)

The interpretation of this equation is straightforward. There is a minimum amount
of heat energy:

Emin A kBT ln < 2 = (joules per bit) (16)

that must be dissipated (negative q) by a molecular machine in order for it to gain
R A 1 bit of information. More energy than Emin could be dissipated for each bit
gained, but that would be wasteful. This derivation, which consists of definitions
and simple rearrangements, shows that (15) and (16) are just restatements of the
Second Law under isothermal conditions.

Derivation of Emin from the Capacity of Molecular
Machines The capacity of a molecular machine is given by:

Cy A dspace log2 B Py

Ny C 1 D (bits per operation) ; (17)

11. The symbols have the following meanings:
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E Cy. The “machine capacity”. Closely related to Shannon’s channel capacity
29, it is the maximum amount of information which a molecular machine
can gain per operation.E dspace. The number of independent parameters needed to define the posi-
tions of machine parts. dspace cannot be larger than 3n F 6, where n is the
number of atoms in the machine.E Py. The “power” or rate at which the machine dissipates energy into the
surrounding environment during an operation, in joules per operation.E Ny. The “noise” or thermal energy which disturbs the machine, in joules.

By dividing the power by the machine capacity at that power we obtain the
number of joules that must be dissipated to gain a bit of information 36:

E G Py

Cy
(joules per bit) H (18)

Although decreasing Py decreases E , the capacity Cy also decreases according to
equation (17), so we might incorrectly anticipate that at Py I 0 we would discover
that E would be undefined or zero. However, E does approach a distinct limit
(Fig. 1)36 which we can find by substituting (17) into (18): J Fig 1

E I Py

dspace log2 K Py
Ny L 1 M (joules per bit) N (19)

and defining Emin as the limit as Py O 0 (using l’Hôpital’s rule37):

Emin G lim
Py P 0

E I Ny ln Q 2 R
dspace

(joules per bit) H (20)

The thermal noise disturbing a molecular machine is:

Ny I dspacekBT (joules) (21)

11 so substituting (21) into (20) gives us

Emin I kBT ln Q 2 R (joules per bit) (22)

which is equation (16) again. The value of dspace, which is not easy to determine,
conveniently drops out of the equation.
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This derivation was first recognized by Pierce and Cutler38,36. Because it pro-
duces the same result as equation (16), the derivation shows that the machine
capacity (equation (17)) is closely related to the Second Law of Thermodynamics
under isothermal conditions.

Although the present paper was written using the equations for a simple molec-
ular machine, one also obtains equation (22) for both the Shannon receiver 38,36

and for the general molecular receiver11 because the factors of dspace and W can-
cel between the capacity and noise formulas in each case. (See Table 1 in 11.)
So Shannon’s channel capacity is, surprisingly, also related to the “isothermal”
Second Law of Thermodynamics.
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Figure 1: The lower bound on E is Emin.
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Logical Operations and Computation by Molecular
Machines All molecular machines perform logical operations. For ex-

ample, if one strand of DNA contains 5 a TAC 3 a , then a complete and correct
hybridization operation requires that the complementary strand contain 3 a A AN D

T AN D G 5 a . Likewise the restriction enzyme EcoRI cuts DNA only with the pat-
tern 5 a G AN D A AN D A AN D T AN D T AN D C 3 a while other restriction enzymes
will bind to only one DNA pattern OR another39,40, and the lac repressor protein
will bind the operator only if it is N OT also binding an inducer10. Any logical
function, including OR , addition, and the other algebraic operations, can be con-
structed entirely from AN D and N OT 41,42,43. According to the channel capacity
theorem29,11 even operations performed by individual molecules can be precise
and almost error free.

Bennett and Landauer44,45 have proposed that it is not necessary to dissipate
energy in order to perform computations. We can show that this is correct by
using examples from molecular biology. For example, EcoRI effectively performs
Boolean logic every time it binds to DNA. Since any computation can be reduced
to Boolean operations, EcoRI will do arbitrarily large amounts of “computation”
when it is non-specifically bound to a DNA that does not contain its binding sites.
(The result of the computation in this case is FALSE since some of the bases do
not match the required pattern.) However, EcoRI must dissipate energy in order
to bind at GAATTC. Therefore each completed operation (“output”) performed
by a molecular machine in the presence of thermal noise must be accompanied
by a dissipation of energy, according to the Second Law of Thermodynamics,
equation (15). That is, although computation does not have an energetic bound,
output does. This distinction was recognized by Feynman46. Recognizing that
output costs at least Emin joules per bit while computation itself is energetically
unlimited resolves a long standing dispute47,48,49,50,51,52,53,44,45,54.

Discussion The derivation of Emin from the Second Law of Thermody-

namics is almost certainly the one that von Neumann gave during his lectures at
the University of Illinois in 194955. Ironically, his exact words were lost because
of noise in a bad tape recording (equation (21)!), and he died before he could
complete his book. Emin has been derived in other ways21,56,57,58 that do not
demonstrate its generality.

Equations (15), (16) and (20) are “nothing more than” restatements of the
Second Law (equation (13))4,2. The derivation holds not only for the machine
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capacity, but also for Shannon’s channel capacity29 and the general molecular
receivers described in11. Thus all three theories described in the appendix of11

give the same value for Emin. It is surprising that the close relationship between
the Second Law and the channel capacity is not well recognized, since the channel
capacity formula has been known since 1949.

In the general molecular receiver theory11, there are two ways for the power
to approach zero to attain the limit Emin when the temperature is held constant.
Since

Pz b c q
t

(joules per second) d (23)

one of these is to decrease the amount of energy dissipated, c q e 0, while the
other is to increase the amount of time, t, that the machine takes to perform its
decoding operation. Thus taking the limit as Pz e 0 corresponds to taking the
limit as t e ∞ when the energy dissipation c q is held constant. Since this limit
produces the isothermal Second Law, and since we all have been taught that the
equality in the Second Law only holds for “reversible” machines, we have here
a particularly neat way to see the Second Law as the limit of extremely slow
“reversible” operations (equation (20)). The same argument holds for Shannon’s
theory. In contrast, simple molecular machines11 cannot take advantage of long
time periods and Py b c q, so only Py e 0 is relevant.

Because Shannon’s channel capacity theorem applies to formula (18) 29,11, we
can see that

1
Emin b 1

kBT ln f 2 g bits gained per joule dissipated is a precise upper
bound on what can be done by a molecular machine.

The word “precise” means that so long as the bound is not exceeded, the error rate
may be made as small as desired.

Another consequence of the channel capacity theorem is that even single mol-
ecules can perform precise Boolean logic if they do not exceed the machine ca-
pacity. This suggests that fast and accurate molecular computers are possible
59,60,61,62,63,64,65,66,67,68,69 and that these may operate close to Emin. Although we
do not know how to design them yet, computers built from proteins are well within
our present construction capabilities70,71,72,73,74,75,76.
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cussions, John Skilling for a supportive letter, Peter Basser, Peter Lemkin, Sarah
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