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My research uses classical information theory to study tieagstems. Information theory, founded by Claude
Shannon in the 1940's, has had an enormous impact on comatiomis engineering and computer sciences.
Shannon found a way to measure information. We use this measprecisely characterize the sequence
conservation at nucleic-acid binding sites. The resultimghods completely replace the use of “consensus se-
quences”, and therefore provide better models for moleditdogists. An excess of sequence conservation at
bacteriophage T7 promoters and at F plasmid IncD repeatssléd predict the existence of proteins that bind
the DNA. In another application of information theory, thenderful fidelity of telephone communications and
compact disk (CD) music can be traced directly to Shanndmscel capacity theorem. When rederived for
molecular biology, this theorem explains the surprisingcigion of many molecular events. Through connec-
tions with the Second Law of Thermodynamics and Maxwell'srida, this approach also has implications for
the development of technology at the molecular level.

The theory of molecular machines describes molecular idestroys subtle patterns in the data. How can we model bind-
teractions by using the mathematics of information theoigg sites without losing data? F[g. 1 shows the DNA sequences
[ 2]. For convenience, | have divided the theory into threbat the cl and cro proteins from bacteriophageind to. Be-
levels, which are characterized by these topics: low these is shown a “sequence logb!’ [5]. Consider position

—7 in the sequences. This is always an A in each of the 12

e Level 0. Sequence Logos: patterns in genetic sequenc@ding sites, so it is represented as a tall A in the logo. Po-

. . . sition —8 has mostly T's, 2 C’s and an A, this is represented
o Level 1. Machine Capacity: energetics of Macroy, the logo as a stack of letters. The height of each letter is
molecules. drawn proportional to its frequency and the letters areesbrt
S0 that the most frequent one is on top. The entire heightof th
stack is the sequence conservation at that position, mesur

bits of information. A “bit” is the choice between two equall

This paper is a brief guide to papers presented elsewheee. ¢ely possibilities. There are 4 bases in DNA, and these can
ftp://ftp.ncifcrf.gov/pub/delila/cover.ps for a list oéferences be arranged in a square:

e Level 2. The Second Law: Maxwell's Demon and th
limits of computers.

and http://www-Immb.ncifcrf.gowtoms/paper/nano2[[3] for a

. . o . . A C
review. Other information is available on the world wide web
at http://www-Immb.ncifcrf.govttoms/. Discussions of these c T

topics are held on the internet newsgroup bionet.info+theo
To pick one of the 4 it suffices to answer only two yes-no ques-
tions: “is it on top?” and “is it on the left?”. Thus the scate f
] the sequence logo runs from 0 to 2 bits. When the frequen-
1 Level 0. Sequence Logos. patternsin cies of the bases are not exactly 0, 50 or 100 percent, a more
; sophisticated calculation must be made. The uncertairdy is
genetl C Sequences. function of the frequency(b,1) of each basé at position!:

Genetic expression is usually controlled by proteins and T
other macromolecules (“recognizers”) that bind to spesiic H(L) = - Z f(b,1)log, f(b,1) +e(n(l)) (1)
quences on DNA or RNA. Molecular biologists often charac- b=A

terize these sequences by a “consensus sequence” in which tn Ny tion for th I le sizat
most frequent base is chosen for every position of the b;mdiw ereg(n(l)) is a correction for the small sample saet po-

site. Because the frequency information is lost, this rmthitionl. The information content (or sequence conservation) is
' ' then:
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1 GTATC CTGETAT
2 AT T TGAT
3 T T
4 TTATCTCT TGTT
5 TTAT TGCSTT
6 T TCT TGAT
7 TAT T
8 TTAT TT TGAT
9 CT T TGTT
10 T TGTT
11 71T TCT TGAT
12 TTAT T
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12 Lambdacl and cro binding sites

Figure 1: Example of 12 DNA sequences and their correspgndi
sequence logo.
There are 6 binding sites, and both proteins are dimers $o b

ftp://ftp.ncifcrf.gov/pub/delila/primer.ps  or  httpaivw-
Immb.ncifcrf.govAtoms/paper/primer

The sequence logo shows not only the original frequencies
of the bases, but also shows the conservation at each padsitio
the binding sites. Because it is a graphic, one can immdgliate
see the pattern at the binding sites. In contrast to the segue
logo, one can be fooled by the distortions of a consensus se-
guence in which, for example, one cannot distinguish 100% A
from 75% A.

An important reason that we measure the sequence conser-
vation using bits of information is that bits are additiveneD
can get the total sequence conservation in the bindingisite s
ply by adding together the heights of the sequence logo stack

Rsequence = Z quuence(l—)- (3)
I

This single number alone does not teach us anything, so we
use an entirely different perspective to approach the prolulf
how a recognizer finds its binding sites. The recognizer must
select the binding sites from all possible sequences in¢he g
netic material, so we can calculate how many bits of choices
it makes by determining the size of the genetic mat&iahd
the number of binding siteg. Before the sites have been lo-
cated, the initial number of bits of choice is lgg, while after
the set of sites have been found there remaipjaghoices that
have not been made. So the decrease in uncertainty measures
the number of choices made:

G
log, G —log,y =log, ; =- Iogzé = Rfrequency-  (4)

The nameRfrequency Was chosen becau%eis the frequency of
the sites. This number is often close to the valu&®gfuence,
which means that the information content in binding site pat
terns is just sufficient for the sites to be found in the genome

[6l.

n

ot

the sequence (odd rows) and its complementary sequence

(even rows) were used for the analysis. This makes the
resulting logo have more data at each position and it also
makes the logo symmetrical. Error bars show the expecte

d

variation of the stack heights. The cosine wave represhats t
major (crest) and minor (trough) grooves of DNA facing the

protein. This can be used to predict the face of the DNA
bound by the protein [4].



Pattern at T7 RNA polymerase binding sites
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Figure 2: Sequence logos for T7 promoters.
The vertical bars are 2 bits high. Transcription starts atlia
and proceeds to the right.



Matt Yarus suggested a simple analogy that makes this clehe highest rate of information that can pass across thenettan
If we have a town with 1000 houses, how many digits must we
put on each house to be sure the mail is delivered correctly? C= W|092(E + 1) (bits per second). (5)
The answer is 3 digits since the houses can be numbered 000 N

through 999. So there is a relationship between the size\9f 5155 proved a remarkable theorem about the channel ca-
the_town (size of genetic material and _nur.nberl of sites) aad tBacity [S]. If the rate of communicatioR is greater than the
digits on the mail box (pattern at the binding sites). capacity, at mos€ bits per second will get through. On the

A surprising exception appears in the case of bacterigther hand iR < C, the error rate may be made as small as de-
phage T7 promoters (Fifl 2 top), whéRgquence = 354+2.0  sjredbut not zero. The way to do this is to encode the signal to
bits per site butRfrequency = 16.5 bits per site. There is a protect it from noise so that when the signal is decodedrgrro
Rsequence/ Rfrequency = 2.1+ 0.1 fold excess of sequence concan be corrected. Coding is used in compact disks to corpect u
servation. Either the theory is wrong or we are learning somg 4000 simultaneous bit errofs [10], which is why CD music
thing new. In the town analogy, there are 1000 houses, kyisg clear.
each house has 6 dlglts onit. One eXpIanation is that there alThe Corresponding ideas can be constructed for molecular
two independent mail delivery systems that could not agree piteractions in which a molecule (“molecular machine”) resk
a common address system. The biological explanation is tR@bices from among several possibilities][T], 3]. The corre
there are two proteins binding at these patt@rwe already sponding statement of the theorem is that so long as the molec
know about one of them, it is the T7 RNA polymerase. Tg@lar machine does not exceed the machine capacity, the molec
test this idea, a large number of random DNA sequences Wej§r interactions can have as few errors as necessary for sur
constructed and then ones which still functioned as T7 ptoemgjyal of the organism. Of course statements cannot be about
ers were selected|[7]. If there is another protein, then itldo “gesires” in molecular biology, so the theorem is relatetht®
not be binding in this test and so the excess information &ouyolution of the system. This mathematical result explgies

disappear. This is indeed what happened (Hig. 2 bottom): thgserved precision of genetic control systems.
binding sites for T7 promoters alone only have+3 bits of

information, close to the predicted value Rfrequency = 16.5
bits per site. The hypothesis that there is a second protesn w
upheld, but to date we have not identified it experimentally. 3 L eve 2. The Second Law: Maxwell’'s

Later on we discovered another case in the F plasnaf imi
region wheréRsequence = 60.2+ 2.6 bits per site an®¢requency = Demon and the limits of computers

19.6 bits per site so that there iRaequence/ Rfrequency = 307+ The Second Law of Thermodynamics can be expressed by the

0.13 fold excess of sequence conservation. Three proteirs h@&uation:
been seen to bind to this DNA, and we were able to tentatively dQ
identify them [8]. ds > e (6)

(See ftp://ftp.ncifcrf.gov/pub/delila/secondlaw.ps or
http://www-Immb.ncifcrf.govitoms/paper/secondlaw for
discussion of this equation.) The equation states that for

2 Levd 1. Machine Capacity; energet- a given amount of heatlQ entering a volume at some

. f | | temperaturd, the entropy will increasdsS at least byd?Q.
ICS OF macromaolecules. We can relate entropy to the Shannon uncertainty if the prob-

abilities describing the system states are the same for both
The results described above indicate that we can succlssfelinctions, as is the case for molecular machifnes[[12, 3]s Thi
apply ideas from information theory to molecular interag. connection and the constant temperature at which molecular

This suggests that other concepts from information theofyachines operate at allow us to rewrite the Second Law in the
should also apply. An important concept is that of the chafollowing form:

nel capacity. A given communications channel, such as aradi
signal, will operate over a certain range of frequentieand Emin = ks TIN(2) < -4 (joules per bit) )
the signal will dissipate some powerinto the receiver. The R

receiver must distinguish the signal from thermal ndisi¢is  \herels is Boltzmann's constant. This indicates that there is
also receiving. Shannon found that these factors aloneejefé{‘relationship between the informati®and the heatj. Re-
markably, this same limit can be determined from the channel
1The quefstionnciogﬁes up as to why the inforrfnationhcontent fﬁ?rt\nm capacity (equatiorﬂ5)) and the machine capacity. This was
A proteins of Fig 0 not give rise to a ratio of 2. The reasoth# cl P : ; .
and cro bind to the same location in competition, so theyesidormation. orlglnall){ recognllzed by.FeI.ker |n.195Zﬂ]JZI1II 15]' .The n
Presumably the two proteins that bind at T7 promoters domalgineously t€rpretation of this equation is straightforward—thera rain-

and do not use the same molecular contacts. imum amount of heat energy that must be dissipategative




g) by a molecular machine in order for it to gai= 1 bit of
information.

Maxwell’s Demon is a mythical creature who is supposedly
able to open and close a tiny door between two containers &6l
gas [16/1F]. By observing the molecules that approach the
door and by controlling the opening appropriately, the demo
can allow the fast molecules through to one side and the slow
ones to the other. Although any molecular biologist would ex
pect the muscles and eyes of the demon to use energy, this'is
neglected by physicists. Also, they presume that the energy
used to open the door can be regained when it is shut if it is
attached to a spring. Such a demon could presumably create a
macroscopic temperature difference between the two aontai[8]
ers, and this could be used to run a heat engine. Apparently,
the demon can supply energy merely by choosing between two
alternatives. This would violate the Second Law of Thermo-
dynamics.

Equation[[¥) applies to this problem. The demon always sl
lects molecules in every scenario that he appears. We become
duped by the story because the selective process is notequio]
itly stated as invoking the Second Law. But the Second Law
always requires dissipation of heat energy to counterialan
selections made. Thus the demon is no longer a puzzle. [11]

Equation[(¥) also applies both to molecular machines and to
computers, so it sets a limit on computation. It is impogsibl
get temperatures of absolute zero because that would esquir
infinite energy to remove all the heat energy. At any temper-
ature above absolute zero, a computer must dissipate en
to make choices. As this energy must come from somewhere,
we must feed the computer energy so that the computer can
dissipate the energy while calculating our answers.

| thank Denise Rubens, Elaine Bucheimer and Paul N. Heﬂg]
gen for comments on the manuscript.
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