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al Biology, 201: 87-92, 1999Although information theory was developed more than 50 years ago (Shannon, 1948;Shannon, 1949), it is widely a

epted (Gappmair, 1999), and a 
omplete 
ompendium ofClaude Shannon's works was re
ently published (Sloane & Wyner, 1993). The appli
ationof information theory to understanding binding sites of proteins on DNA or RNA waspublished more than 10 years ago (S
hneider et al., 1986), and sin
e then it has beenpro�tably used to study many geneti
 systems (see http://www.le
b.n
if
rf.gov/~toms/ ).Shannon measured information as an average property of signals passing through a
ommuni
ations 
hannel, so a natural extension is to understand the information
ontributed by individual symbols. The same extension 
an be applied to the study ofbinding sites as an \individual information theory" (S
hneider, 1997a; S
hneider, 1997b)and this has also been su

essfully used to understand a variety of geneti
 and medi
allyrelevant systems (Hengen et al., 1997; Rogan et al., 1998; Allikmets et al., 1998; Kahnet al., 1998; Shultzaberger & S
hneider, 1999; Zheng et al., 1999). Dr. Stormo subsequentlypublished a letter in this journal promoting an alternative to the Shannon approa
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pointing out some 
onsequen
es of that 
hoi
e (Stormo, 1998). In this letter I will addressother 
onsequen
es and interpretations of the two approa
hes. However, before addressingthe deep and diÆ
ult issues that Dr. Stormo has raised, whi
h we have been dis
ussing formore than 15 years, I would like to make some small fa
tual 
orre
tions.First, the Staden method (Staden, 1984) is dis
ussed in my J. Theor. Biol.paper (S
hneider, 1997a). Staden's method has no 
uto�, while the individual information(Ri) method has a natural one and although they are similar, no one derived the Riformula from Staden's approa
h. I did not derive the Ri method from Staden; it is anatural extension of information theory inspired by Tribus (Tribus, 1961). The 
onne
tionbetween the information 
ontributed by individual binding sites (as represented by thesequen
e walker 
omputer graphi
s (S
hneider, 1997b)) and their ensemble average (asrepresented by the sequen
e logo 
omputer graphi
s (S
hneider & Stephens, 1990)) is notobvious from the Staden approa
h, nor is the relationship to energy (S
hneider, 1991b).Se
ond, in his letter (Stormo, 1998) Dr. Stormo implied that I \
laim an inequalityrelationship with the enthalpy of binding". My papers do not 
laim any relationship withenthalpy; indeed I have not published the word \enthalpy" before now. While it is possiblefor q in the Se
ond Law dS � dq=T to refer to enthalpy (the in
rease in entropy of thesurroundings of a system), the more appropriate measure for mole
ular ma
hines is thetotal dissipation, and this 
orresponds to the free energy. (In this letter I use the termsenergy and free energy synonymously.) At this point it would appear that we �nally agree,but information is not energy as will be dis
ussed in se
tion II below.2



I. What Does Dr. Stormo's Iseq Measure?1. Iseq is not a state fun
tion. Iseq is a relative entropy that is not a distan
emeasure be
ause it is asymmetri
 and does not follow the triangle inequality (Cover &Thomas, 1991). So why isn't Iseq a state fun
tion? The previous argument used a simple 3state 
ase (S
hneider, 1991b). A more general argument is to 
onsider a series of N statesthat form a 
losed loop. Let N � 1 of the steps between these states be madeindependently so that N�1Xk=1 Ik � 0 (1)sin
e \information" is (supposedly) additive for ea
h independent event, and ea
h step givesa zero or positive value. Irrespe
tive of whether or not the last step is independent, IN � 0be
ause the fun
tion is nonnegative. Therefore the sum around a loop is nonnegative:NXk=1 Ik � 0: (2)The only 
ondition where P Ik = 0 is where no step had a 
hange. By making manyex
ursions to di�erent 
omposition regions of the genome, a re
ognizer would gain anarbitrarily large (and variable) information by Dr. Stormo's measure. In 
ontrast, freeenergy and entropy are state fun
tions (i.e., fun
tions of the 
urrent state of a system andnot its history) and so their integration around a 
losed loop is always zero and priorhistory 
an be ignored. Iseq therefore 
annot be used to 
ompute energy as Dr. Stormo
laims.
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2. Iseq is not an information theory measure. Shannon's un
ertaintyH = �Xi Pi log2 Pi (bits per symbol) (3)is related to the physi
al entropy if the probabilities 
orrespond to the mi
rostates of thesystem, so that S = kB ln 2H (S
hneider, 1991b). (H is often in
orre
tly 
alled an entropy;see Tribus & M
Irvine, 1971, for an amusing story about why.)The theory I work with di�ers from that of Dr. Stormo in that it uses a de�nition ofinformation that is path independent. A mole
ular ma
hine | in
luding not only geneti
re
ognizers but also rhodopsin, myosin, et
. | dissipates energy into its surroundings as itmakes 
hoi
es (S
hneider, 1991a). The information R (a rate of information, followingShannon's original notation) is a de
rease in un
ertainty:R = Hbefore �Hafter = ��H (bits per operation). (4)For protein binding on a nu
lei
 a
id, the before state is the re
ognizer unbound ornonspe
i�
ally bound and the after state is it being spe
i�
ally bound (S
hneider, 1994).By using the state fun
tion H, the measure R is path independent. As a dire
t
onsequen
e Shannon's information 
an be 
ompared to the measured energy 
hange ofsu
h pro
esses be
ause energy 
hanges are also path independent.The formula as
ribed to by Dr. Stormo isIseq(l) = Xb f(b; l) log2 f(b; l)p(b)=  �Xb f(b; l) log2 p(b)!�  �Xb f(b; l) log2 f(b; l)! ; (5)4



where supposedly p(b) is the probability of base b in the genome, and f(b; l) is thefrequen
y of base b at a position l in a binding site. Writing Iseq in the se
ond form showsthat it is a di�eren
e, but not of state fun
tions sin
e the �rst part mixes two states: p(b)represents the unbound state and f(b; l) represents the bound state.Note that R 
an be 
omputed from the genomi
 un
ertaintyHbefore = Hgenomi
 = Hg = �Xb p(b) log2 p(b) (6)in whi
h 
ase, 
ontrary to Dr. Stormo's 
laim, it does 
an
el the `ba
kground': theinformation of regions outside a binding site will 
u
tuate around zero in a sequen
elogo (S
hneider et al., 1986; S
hneider & Stephens, 1990). Therefore equation (6) 
ana

ount for skewed genome 
omposition. However, this may be fundamentally in
orre
t asthere is no physi
al 
onta
t between the re
ognizer and the nu
lei
 a
id bases in this state.In other words there are three possible formulas:Hbefore = 2 (7)Hbefore = Hg (8)\Hbefore" = �Xb f(b; l) log2 p(b) (9)Formula (7) would be the stri
t mole
ular ma
hine view in whi
h 
onta
t is not madebefore binding (S
hneider, 1991a; S
hneider, 1994), so that the un
ertainty is log2 4 = 2bits. This raises the issue of how it is known to be 4 bases. However, the situation isequivalent to determining the 
hannel 
apa
ity and therefore follows Shannon in that sense.Modi�
ation of bases, for example by methylation or gly
osylation, does not in
rease the5



information 
apa
ity of DNA beyond 2 bits per base sin
e the modi�
ations depend on thesequen
e itself, for example in the methylation of adenine by Dam methylase at 50 GATC30. However, in
reasing the number of symbols everywhere by adding new bases wouldin
rease the information, as has been done experimentally (Pi

irilli et al., 1990).In formula (8) Hg 
an be used to 
an
el the `ba
kground' around a binding site dueto genomi
 
omposition skew (S
hneider et al., 1986), but this is dangerous be
ause wedon't know what 
auses the skew. For example, it 
ould be 
aused by a nu
leosomebinding pattern everywhere in the genome and therefore real information is there. Thisleaves us with the diÆ
ult or unresolvable te
hni
al problem to separate and identify theinformation of other binding sites in su
h genomes. A similar diÆ
ult situation is to usepurely theoreti
al means to distinguish ribosome binding site patterns from thedownstream 
odon biases that o

ur with 3 base repetition. Aside from the toeprintexperiment (Hartz et al., 1988) one doesn't know exa
tly where the 30 edge of the ribosomeis (Rudd & S
hneider, 1992), and it is not 
lear that 
ompli
ated subtra
tion or extra
tions
hemes would provide fair models 
lose to the initiation 
odon sin
e translation or protein
hains may be di�erent when they are just starting as 
ompared to later on. Experimentalapproa
hes to determine the patterns, su
h as SELEX, are also presentlyinadequate (S
hneider, 1996; Shultzaberger & S
hneider, 1999).Formula (9) is not a true Shannon un
ertainty of the form �P p log p, and is not astate fun
tion.Thus formulas (7) or (8) appear reasonable but (9) is not and does not mat
h the6



physi
s dis
ussed in Se
tion II.3. Iseq 
an violate the 
hannel 
apa
ity theorem. Shannon's 
hannel 
apa
itytheorem provides an upper bound on the information that 
an be transmitted (Shannon,1948; Shannon, 1949). It has been used to explain the observed pre
ision of mole
ularsystems (S
hneider, 1991a; S
hneider, 1994). Be
ause Iseq 
an give inde�nitely large values,it 
ould be used to transmit more information than the 
hannel 
apa
ity of a
ommuni
ations system, in violation of the theorem. Dr. Stormo gives an example wheremore than 2 \bits" per base are obtained from the string GGGG even though it nevertakes more than 2 bits to 
hoose one obje
t in four.When dis
ussing the 
omputation for GGGG, Dr. Stormo does not give ajusti�
ation for having more than 2 bits/base other than having Rsequen
e (the averageinformation at a set of binding sites) equal Rfrequen
y (the information needed to lo
ate thebinding sites on the genome). There are now a number of 
lear 
ases where Rsequen
e doesnot equal Rfrequen
y for good biologi
al reasons (S
hneider et al., 1986; S
hneider &Stormo, 1989; Herman & S
hneider, 1992; Rudd & S
hneider, 1992; Stephens & S
hneider,1992), so for
ing one's formula to make them equal means that one 
ould miss importantbiologi
al phenomena.4. Interpreting Iseq as a ma
ros
opi
 measure made by an observer. Iunderstand that it is not Dr. Stormo's intent to model the observational pro
ess, but it isworthwhile understanding the impli
ations of this possible interpretation. Formulas likeIseq dire
tly 
ompare two probability distributions, and be
ause they always have positive7



values they 
an be interpreted as measuring the state 
hange of an observer who doesn'tforget. If this is the 
ase, then they are not an appropriate measure for single mole
ules,whi
h do forget where, or even whether, they were previously bound.5. Iseq 
an measure prejudi
e. Iseq-like fun
tions may be a way of measuringprejudi
e of an observer. They will give an inde�nitely large response when some initialprobabilities are small but later turn out to be large (f(b; l)� p(b) in equation 5). That is,the more prejudi
ed the observer is, the more surprised they 
an be. This has a 
urious
onsequen
e. If there are 2 possible initial states and an observer believes that one of themis highly likely, then when the states 
hange later the observer 
an gain more than 1 \bit"of information, even though a 2 state system 
annot 
ontain more than 1 bit of informationsin
e it takes only log2 2 = 1 yes-no question to 
ompletely identify one of the two items.The more prejudi
ed the person is about the initial state, the more that they `learn', andthey somehow learn more than it is possible to know! This violation of the 
hannel
apa
ity shows that it is not appropriate to assign the units \bits" to this measure.6. Iseq as a global free energy measure. Dr. Stormo (private 
ommuni
ation)indi
ates that Iseq is intended to \
ompare two di�erent situations, the protein o

urringequally at all possible positions and its equilibrium distribution." In other words, Dr.Stormo proposes it as a measure of the ma
ros
opi
 binding rea
tion. By thisinterpretation, Iseq does not measure the state 
hange of a single mole
ule, so it 
annot beused to determine the average energy 
hange a single mole
ule experien
es in the transitionbetween being non-spe
i�
ally bound to the genome and being bound at the binding sites.8



The 
hoi
es made by a single protein 
annot be sensitive to the ma
ros
opi
 
hemi
alequilibrium. For example, the lo
al binding intera
tion between a single E
oRI mole
uleand the base A 
annot be sensitive to the number of A mole
ules elsewhere on a DNA. TheE
oRI mole
ule 
an only rea
t with the bases it is 
lose to.II. What is the inequality that Dr. Stormo disputes?The inequality is a version of the Se
ond Law of Thermodynami
s, given in aprevious J. Theor. Biol. paper (S
hneider, 1991b). The relationship derived from both theSe
ond Law and (surprisingly!) from Shannon's 
hannel 
apa
ity equation is:Emin = kBT ln 2 � �qR (joules per bit) (10)where kB is Boltzmann's 
onstant, T is the absolute temperature and ln 2 is a 
onstantthat gives units of bits. Positive q is de�ned as heat put into the system. The formulashows that to gain one bit of information (set R = 1) at least kBT ln 2 joules must bedissipated (�q) to the surroundings. The Se
ond Law forbids a smaller amount but allowsa larger amount.A 
oin is a useful example for understanding this. A 
oin 
an 
arry one bit ofinformation, sin
e it has 2 states and log2(2) = 1 bit. Consider a 
oin 
ipping in the air orboun
ing around in a box. In su
h a 
ondition it has no parti
ular state and so itsun
ertainty is 1 bit. To `store' information in the 
oin, it must 
ome to rest on one or theother fa
e. This requires that the energy in the 
oin be allowed to 
ow out to thesurrounding environment. The point here is that the initial energy of the 
oin 
an havedi�erent values relative to the �nal value. The Se
ond Law tells us that there is a9



minimum energy that must be dissipated per bit (kBT ln 2 joules), but there 
an be extradissipation that is merely wasted be
ause under all 
onditions no more than 1 bit 
an bestored in the 
oin. With even a small ineÆ
ien
y, the relationship between energydissipated and information gained will be an inequality, 
ontrary to Dr. Stormo's 
laim(see Tribus & M
Irvine, 1971).A 
oin is also a good analogy for the situation of a protein binding to DNA. Beforespe
i�
 binding, the protein/DNA 
omplex has high energy, while after binding at spe
i�
DNA sites it has lower energy. The ex
ess energy must be dissipated to the surroundingsfor the mole
ule to sti
k, sin
e if the energy were not dissipated the mole
ule would moveon. As with the 
oin, there 
an be an ex
ess dissipation so there is no a priori relationshipbetween energy and information aside from the Se
ond Law bound.If, in attempting to model binding energeti
s, p(b) and f(b; l) are to represent thetime-average of various bases bound by the protein, then the non-equivalen
e of energy andinformation means that it is not 
orre
t to assume that these are the same as the basefrequen
ies observed in the genome and in binding sites, respe
tively, sin
e those
orrespond to information. In this 
ase, these probabilities are not yet experimentallya

essible and the measure Dr. Stormo proposes 
annot be made.On the other hand, these probabilities are usually presented as estimatable fromobserved base frequen
ies, in whi
h 
ase Dr. Stormo is working entirely on the informationside of the energy/information equation (10) to 
ompute his \spe
i�
 free energy ofbinding". In this interpretation, Iseq 
annot be a measure of energy. Be
ause of the Se
ond10



Law inequality, the only way to know what the real energy is, is to go and make dire
tmeasurements of it.A
knowledgmentsI thank Lakshmanan Iyer for 
omments and for useful dis
ussions leading to equation(2), and Elaine Bu
heimer, John S. Garavelli, Denise Rubens, Peter K. Rogan, JohnSpouge, Bru
e Shapiro, and Ryan Shultzaberger for 
omments on the manus
ript.

11



Referen
es
Allikmets, R., Wasserman, W. W., Hut
hinson, A., Smallwood, P., Nathans, J., Rogan,P. K., S
hneider, T. D. & Dean, M. (1998). Organization of the ABCR gene: analysisof promoter and spli
e jun
tion sequen
es. Gene, 215, 111{122.http://www.le
b.n
if
rf.gov/~toms/paper/ab
r/.Cover, T. M. & Thomas, J. A. (1991). Elements of Information Theory. John Wiley &Sons, In
., N. Y.Gappmair, W. (1999). Claude E. Shannon: The 50th anniversary of information theory.IEEE Communi
ations Magazine, 37 (4), 102{105.Hartz, D., M
Pheeters, D. S., Traut, R. & Gold, L. (1988). Extension inhibition analysis oftranslation initiation 
omplexes. Meth. Enzym. 164, 419{425.Hengen, P. N., Bartram, S. L., Stewart, L. E. & S
hneider, T. D. (1997). Informationanalysis of Fis binding sites. Nu
l. A
ids Res. 25 (24), 4994{5002.http://www.le
b.n
if
rf.gov/~toms/paper/�sinfo/.Herman, N. D. & S
hneider, T. D. (1992). High information 
onservation implies that atleast three proteins bind independently to F plasmid in
D repeats. J. Ba
t. 174,3558{3560.

12



Kahn, S. G., Levy, H. L., Legerski, R., Qua
kenbush, E., Reardon, J. T., Emmert, S.,San
ar, A., Li, L., S
hneider, T. D., Cleaver, J. E. & Kraemer, K. H. (1998).Xeroderma Pigmentosum Group C spli
e mutation asso
iated with mutism andhypogly
inemia - A new syndrome? Journal of Investigative Dermatology, 111,791{796.Pi

irilli, J. A., Krau
h, T., Moroney, S. E. & Benner, S. A. (1990). Enzymati
in
orporation of a new base pair into DNA and RNA extends the geneti
 alphabet.Nature, 343, 33{37.Rogan, P. K., Faux, B. M. & S
hneider, T. D. (1998). Information analysis of human spli
esite mutations. Human Mutation, 12, 153{171.http://www.le
b.n
if
rf.gov/~toms/paper/rfs/.Rudd, K. E. & S
hneider, T. D. (1992). Compilation of E. 
oli ribosome binding sites. InA Short Course in Ba
terial Geneti
s: A Laboratory Manual and Handbook forEs
heri
hia 
oli and Related Ba
teria, (Miller, J. H., ed.), pp. 17.19{17.45, Cold SpringHarbor Laboratory Press, Cold Spring Harbor, New York.S
hneider, T. D. (1991a). Theory of mole
ular ma
hines. I. Channel 
apa
ity of mole
ularma
hines. J. Theor. Biol. 148, 83{123.http://www.le
b.n
if
rf.gov/~toms/paper/

mm/.S
hneider, T. D. (1991b). Theory of mole
ular ma
hines. II. Energy dissipation from13



mole
ular ma
hines. J. Theor. Biol. 148, 125{137.http://www.le
b.n
if
rf.gov/~toms/paper/edmm/.S
hneider, T. D. (1994). Sequen
e logos, ma
hine/
hannel 
apa
ity, Maxwell's demon, andmole
ular 
omputers: a review of the theory of mole
ular ma
hines. Nanote
hnology,5, 1{18. http://www.le
b.n
if
rf.gov/~toms/paper/nano2/.S
hneider, T. D. (1996). Reading of DNA sequen
e logos: predi
tion of major groovebinding by information theory. Meth. Enzym. 274, 445{455.http://www.le
b.n
if
rf.gov/~toms/paper/oxyr/.S
hneider, T. D. (1997a). Information 
ontent of individual geneti
 sequen
es. J. Theor.Biol. 189 (4), 427{441. http://www.le
b.n
if
rf.gov/~toms/paper/ri/.S
hneider, T. D. (1997b). Sequen
e walkers: a graphi
al method to display how bindingproteins intera
t with DNA or RNA sequen
es. Nu
l. A
ids Res. 25, 4408{4415.http://www.le
b.n
if
rf.gov/~toms/paper/walker/, erratum: NAR 26(4): 1135, 1998.S
hneider, T. D. & Stephens, R. M. (1990). Sequen
e logos: a new way to display
onsensus sequen
es. Nu
l. A
ids Res. 18, 6097{6100.http://www.le
b.n
if
rf.gov/~toms/paper/logopaper/.S
hneider, T. D. & Stormo, G. D. (1989). Ex
ess information at ba
teriophage T7 genomi
promoters dete
ted by a random 
loning te
hnique. Nu
l. A
ids Res. 17, 659{674.
14



S
hneider, T. D., Stormo, G. D., Gold, L. & Ehrenfeu
ht, A. (1986). Information 
ontentof binding sites on nu
leotide sequen
es. J. Mol. Biol. 188, 415{431.Shannon, C. E. (1948). A mathemati
al theory of 
ommuni
ation. Bell System Te
h. J.27, 379{423, 623{656. http://
m.bell-labs.
om/
m/ms/what/shannonday/paper.html.Shannon, C. E. (1949). Communi
ation in the presen
e of noise. Pro
. IRE, 37, 10{21.Shultzaberger, R. K. & S
hneider, T. D. (1999). Using sequen
e logos and informationanalysis of Lrp DNA binding sites to investigate dis
repan
ies between naturalsele
tion and SELEX. Nu
lei
 A
ids Res, 27 (3), 882{887.http://www.le
b.n
if
rf.gov/~toms/paper/lrp/.Sloane, N. J. A. & Wyner, A. D. (1993). Claude Elwood Shannon: Colle
ted Papers. IEEEPress, Pis
ataway, NJ.Staden, R. (1984). Computer methods to lo
ate signals in nu
lei
 a
id sequen
es. Nu
l.A
ids Res. 12, 505{519.Stephens, R. M. & S
hneider, T. D. (1992). Features of spli
eosome evolution and fun
tioninferred from an analysis of the information at human spli
e sites. J. Mol. Biol. 228,1124{1136. http://www.le
b.n
if
rf.gov/~toms/paper/spli
e/.Stormo, G. D. (1998). Information Content and Free Energy in DNA-Protein Intera
tions.J Theor Biol, 195, 135{137.
15



Tribus, M. (1961). Thermostati
s and Thermodynami
s. D. van Nostrand Company, In
.,Prin
eton, N. J.Tribus, M. & M
Irvine, E. C. (1971). Energy and information. S
i. Am. 225 (3), 179{188.(Note: the table of 
ontents in this volume in
orre
tly lists this as volume 224).Zheng, M., Doan, B., S
hneider, T. D. & Storz, G. (1999). OxyR and SoxRS Regulation offur . J. Ba
t, 181, 4639{4643.

16


